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Abstract

This paper will demonstrate a model to replace the background in real-

time video communication by tackling portrait matting on mobile devices. The

proposed model solves issues of previous models and achieves real-time inference

speed while maintaining high visual performance. The proposed feature can

attain over 25 FPS on 720P on iPhone11 in real-time video communication.

1 Introduction

Nowadays, there is an increasing need to use virtual backgrounds in real-time

video communication. Replacing background in a video is a widely used technique

that enables movie director or video creators to create more flexible content. Tra-

ditionally, replacing background is a two-fold process: first shots against a green

screen then replaces the background while editing. The traditional method is time-

consuming and can be employed in limited shooting environments, making real-time

video communication impossible.

The key to applying virtual background in real-time video is to apply semantic

human segmentation or matting first. With the success of convolution neural networks

(CNN) in computer vision tasks, there has been an increasing number of works in

this area [5, 16]. There are some approaches to matting specific object as foreground

[3, 10, 15, 9], for example, portrait matting. Portrait matting is useful, especially in

real-time video communication. Different from segmentation, it outputs more refined

edges, which is more suitable for the application scene.

In this project, I propose a compact network for portrait matting, which can run

on mobile devices in real-time. The proposed network is U-Net [7]like architecture

with skip connection between encoder and decoder. U-Net is a well-known network
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used in biomedical segmentation; the skip connections restore low-level features during

up-sampling, reducing the loss in down-sampling. Inspired by [12, 8], I have replaced

traditional convolution with depthwise convolution, and applied linear bottleneck to

reduce model size for real-time efficiency while maintaining its high performance.

The proposed virtual background feature is a part of the video customer service

in several Chinese banks. Due to the confidentiality agreement with the company, I

would not publish the entirety of related code or model file, but the overall perfor-

mance is shown in the web demo

2 Related Work

2.1 Encoder-Decoder

Encoder-Decoder architecture is commonly applied in image segmentation task

[7, 6, 2], the encoder is used to extract image features at a low level through sequential

convolution and down-sampling. On the other hand, the decoder up-sample the

feature map into the original image size while keeping the high-level information.

2.2 Depthwise Convolution

Depthwise convolution is a powerful operation used to reduce the computation

cost while maintaining similar performance. This operation has been widely adopted

in several works [4, 14, 13]. In this work, traditional convolution is been replaced by

depthwise convolution to reduce computation cost.

2.3 Linear Bottleneck

Linear bottleneck [8] combines with depthwise convolution reduce the model size

while maintaining high performance. According to [8], this module is particularly

suitable for mobile design due to it reduces the memory footprint needed during

inference. This module is used extensively in the encoder module to achieve real-time

high-performance goals.
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Figure 1: Model Architecture

2.4 Skip Connection

Skip connection [7] restore low-level features during up-sampling, which enables

low-level features to restore in feature map, therefore enhance the accuracy. This

connection has been used between encoder and decoder to ensure the low-level infor-

mation has been stored during up-sampling.

3 Methods

3.1 Model Architecture

The overall model architecture follows a standard encoder-decoder structure,

which is widely used in semantic segmentation [7, 6, 2]. Encoder reduces the size of

inputs by summarizing the low-level information into high-level semantic information,

which stores in a feature map. Decoder, on the other hand, recovers the spatial

information and restores the original image size through upsampling. The model

architecture is shown in Figure 1.
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Figure 2: Encoder Block

Figure 3: Decoder Block
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3.1.1 Encoder

Encoder block follows a multi-branch dilated depthwise convolution with a linear

bottleneck. The dilation rates are different for all branches to capture multi spatial

information. The outputs of different branches are concatenated to a tensor, which

contains multi-level information. After concatenation, the linear bottleneck is im-

posed where the output of intermediate layers is thinner than the input. The linear

bottleneck decomposes traditional convolution, which connects two encoder blocks

into a cheaper one by reducing channels. The encoder block is shown in Figure 2

3.1.2 Decoder

The decoder block performs upsampling to restore the original resolution. In

order to restore the low-level information from the encoder, a skip connection is

employed here to connect the encoder and decoder. The decoder block is illustrated

in Figure 3

3.2 Loss Function

The loss function combines three different loss functions, which monitor the mean

absolute difference (MAD) between the ground truth mask and the predicted mask,

guide the model to diverge faster(not sure yet), and capture the fine-grained details

in the edges.

The pixel-wise loss is frequently used in matting tasks. The pixel-wise loss L1

measures the mean difference between ground truth mask and predicted one.

L1 =
1

N

N∑
i=1

|pi − ggti |

N denotes the total number of pixels, g is the ground truth, and p is vectorized

output where each pixel value is indexed by subscript i.

The second loss is the softmax cross entropy:

L2 = − 1

N

N∑
i=1

(glogp + (1− g)log(1− p))

The last loss is the gradient loss [9]. Different from segmentation, matting re-

quires finer edges, which needs additional loss function to monitor edge training. The

gradient loss is shown as follows:
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L3 =
1

N

N∑
i=1

|G(A)i −G(Agt)i|

=
1

2N

N∑
i=1

(
|(S ∗ A− S ∗ Agt)i|+ |(ST ∗ A− ST ∗ Agt)i|

)
Where S is Sober-like filter S:
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
G(A) = [S ∗ A, ST ∗ A], where * is a convolution. G(A) represents a two-channel

output that contains gradient information along x-axis and y-axis of predicted mask,

and G(Agt) denotes the same information of ground truth mask.

The whole loss function used in this work is shown in below:

L = L1 + L2 + L3

4 Evaluation

The performance metrics proposed in this work are mean absolute difference

(MAD) and gradient error connectivity (Gradient) [17]. I used MAD to measure the

pixel-wise accuracy of prediction, and Gradient to evaluate the edge fining perfor-

mance. The MAD and Gradient error are defined as:

1

N

∑
i

|pi − gi|

1

N

∑
i

‖∇pi −∇gi‖

The training dataset comes from two different datasets, the first one is provided

by Shen ty al.[11], which consists 2000 images of 600×800 resolution, and the second

one obtains from [1], which consists 34427 images of the same resolution.

I split the dataset into training and testing with a ratio of 17 : 3. To make the

model more robust, I augmented images by scaling, rotation, and left-right flip. First,

the image is rescaled into input size 256× 256 with a random scaling factor selected
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Method Gradient MAD

(10−3) (10−2)

Proposed Model 1.99 4.78

MDv3 2.06 5.49

Table 1: Evaluation result of proposed model and Mobile DeepLabv3

from 1 to 1.15. Then the rotation by [−30
◦
, 30

◦
] is applied with a probability of 0.5,

additional left-right flip is applied with the same probability. Finally, cropping is

applied to ensure the size of the image match the input size of the model.

The training process consists two steps, I first trained the larger dataset around

500 thousand iterations to approach convergence, then fine tuning with the first

dataset due to its high annotation quality. I trained the model with a batch size

of 32 and a fixed learning rate of 10−4.

5 Application

The final application platform is iOS for commercial purpose; with a brief review

of deep learning inference architecture, I found three mainstream mobile inference

architectures are promising: TensorFlow Lite, CoreML, and Caffe2.

Comparing with the other two architectures, CoreML is friendly for iOS devices;

it seamlessly takes advantage of CPU and GPU. For A11 and newer bionic chip,

CoreML can take benefit from bionic silicon to speed up inference efficiency. Specifi-

cally, I implemented CoreML as the mobile inference architecture and quantized the

model by CoreML to further improve inference efficiency.

During the demo test, there are some losses in visual performance. The first one

is the loss in the rotation because the training dataset did not contain images with

camera rotation; when the user rotates the camera, the visual loss is heavy. This can

be solved by a random rotate image [−90
◦
, 90

◦
] during training.

The second one is caused by the image ratio of width and height. During the

demo test, there are some losses in visual performance, because the ratio of input

blob is 1 : 1, and the main ratio of resolution in video communication is 16 : 9. To

overcome this, I modified the ratio of input blob into 16 : 9. For example, with the

input image size of 640 × 360, the input has to be resize to 256 × 144 to feed into

network.
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Figure 4: Visual performance of different models

Mobile Device 360P 720P 1080P

iPhone7 19FPS 15FPS 8FPS

iPhoneX 20FPS 16FPS 10FPS

iPhone11 29FPS 25FPS 19FPS

Table 2: Running Speed in Real-time video communication. The speed performance

includes resizing, inference, replacing background and codec

6 Conclusion

I have proposed an efficient model to perform real-time virtual background in

video communication on mobile devices in this work. The proposed model can achieve

over 30 FPS inference speed on iPhone 11. I have also shown the pipeline of imple-

menting the model to the real-time application, including a literature review of related
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Figure 5: Application Flow Chart
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works, how to take advantage of a open-source dataset, design a compact model ar-

chitecture, and necessary modification on model deployment. The proposed model

enhances the user experience in video chatting, can be widely used in image and video

editing, and could be used in human-focused super-resolution video chatting in the

future.
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